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Learning from unlabeled medical data is important
• SOTA models in medial image domain highly relies on labeled data.

• Medical field has a large amount of unlabeled data (CXR, CT, MRI, Ultrasound, etc. 
generated every day).

• Labeling costs lots of time and needs domain expertise.
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Self-supervised visual representation learning 
• Pretext tasks based

• Generation-based methods: image inpainting, image colorization
• Context-based methods: image rotation, patch ordering, patch distance, jigsaw puzzle

• Contrastive learning
• Learning by comparing among different samples, pushing “similar” inputs together and 

pulling “dissimilar” inputs apart.
• MoCo
• SimCLR
• SWaV

natural image classification and object detection medical image classification1

[1] Azizi, Shekoofeh, et al. "Big self-supervised models advance medical image classification." arXiv preprint arXiv:2101. (2021).



Contrastive learning for medical image segmentation

Dividing each volume into four partitions, slices from the same partition are positive pairs.
Limitation: The last a few slices of a partition can be very similar to the first a few slices of the next partition as 
they are naturally adjacent, causing false negative pairs.

False negative

Chaitanya, Krishna, et al. "Contrastive learning of global and local features for medical image segmentation with limited annotations." arXiv preprint arXiv:2006.10511 (2020).



Positional contrastive learning mitigates false positive

• Based on SimCLR
• Slices with small position difference are positive pair
• There could be multiple positive pairs for each data point in the mini-batch



Experimental Results
Semi-supervised setting
U-Net encoder is pretrained on CHD (CT for whole heart segmentation) or ACDC (MRI) dataset and 
then finetuned with limited number of labeled data. (M is the number of finetuning patients)



Experimental Results
Transfer learning setting
• Encoder pretrained on CHD transfers to MMWHS (CT) dataset

• Encoder pretrained on ACDC transfers to HVSMR (MRI) dataset

M is the number of 
finetuned patients



Experimental Results



Conclusions

1. Positional contrastive learning can mitigate the false negative rate in the state 
of art global contrastive learning, hence improve the performance of 
segmentation downstream task.

2. In addition to semi-supervised setting, positional contrastive learning shows 
superior transfer learning ability over all baselines, which is not discussed in 
global contrastive learning.


