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Background of Dermatological Disease Diagnosis by Machine Learning 

Back-propagation to update model parameters

Skin images

𝐶𝐸(ො𝑦, 𝑦)

cross-entropy loss

Deep learning model

ෝ𝑦: Model prediction 

𝑦: Ground-truth

ො𝑦



Motivation

Skin tones Different accuracy of different skin tones

Machine learning-based dermatological disease diagnosis methods usually targets a high accuracy.

• The learned models show discrimination towards certain demographic groups.

• Models show a high accuracy on some demographic groups, but low on others.

• Caused by that the models use the information present in some data but not in other data.

• Information such as skin tones, genders

• It is necessary to effectively remove this information for a fair model.



1. Completely removing the model’s arability to predict a protected attribute is challenging since this 

attribute can also be predicted from the combination of other attributes.

2. Aggressive suppression of sensitive information will greatly degrade the model’s accuracy.

Challenges of Achieving Fair Dermatological Diagnosis Models

1. We propose FairPrune, a technique to achieve fairness via pruning.

• Conventionally, pruning is used to reduce the model size for efficient inference.

• We show that pruning can be a powerful tool for fairness.

2. By controlling the parameters to prune, we can reduce the accuracy difference between the privileged 

group and the unprivileged group.

• Improving fairness while keeping their overall accuracy as high as possible.

3. We measure the importance of each parameter to different groups by its saliency.

Contributions



Revisiting Parameter Saliency

Saliency reflects the increase of prediction error after pruning some parameters.

1. 𝑔𝑖 =
𝜕𝐸

𝜕𝜃𝑖

2. ℎ𝑖𝑖 =
𝜕2𝐸

𝜕2𝜃𝑖

the gradient of 𝐸 with respect to 𝜃𝑖. Close to 0 for pre-trained models.

The diagonal element in row 𝑖 and column 𝑖 of the second derivate 

Hessian matrix 𝐻.

Neglectable.3 and 4. 
1

2
σ𝑖≠𝑗 ℎ𝑖𝑖 𝜃𝑖 𝜃𝑗 + 𝑂(||Θ||3)

∆𝐸 = ℎ𝑖𝑖
𝜕2𝐸

𝜕2𝜃𝑖
The saliency of parameter 𝜃𝑖:



FairPrune: Achieving Fairness via Pruning



Results of FairPrune

Fairness Metric: Eopp and Eodd

Equalized opportunity (Eopp)

• Eopp0: True Negative Rate difference between two groups.

• Eopp1: True Positive Rate difference between two groups.

Equalized Odds (Eodd)



Results of FairPrune

Datasets

1. Fitzpatrick-17k

• 16,003 images with 114 skin conditions.

• Six levels of skin tones.

• 11,057 light skins and 4,946 dark skins.

• The vanilla model has higher accuracy on dark skins.

2. ISIC 2019

• 25,331 images with 9 skin conditions.

• Use gender as the sensitive attribute.

• 11,600 female images and 12,358 male images.

• The vanilla model has higher accuracy on female images.



Results of FairPrune on Fitzpatrick-17k

• Improved fairness.

• Marginally reduced diagnosis accuracy.



Results of FairPrune on ISIC 2019

• Improved fairness

• Marginally reduced diagnosis accuracy



Thanks!
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