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❑  Positive pairs are generated using data augmentations

❑  Instance with the same label from other images are not utilized

Self-supervised contrastive Supervised contrastive

Limitations in SOTA self-supervised learning framework

Images sources: Supervised Contrastive Learning 

Can we identify such positives without label?

https://proceedings.neurips.cc/paper/2020/hash/d89a66c7c80a29b1bdbab0f2a1a94af8-Abstract.html


Influence Function: TracIn

❑  Measure how the loss of a test sample changes with the training process of a training sample

❑  A positive TracIn value means helpful example that reduces loss, a negative TracIn value means 
harmful example that increases loss



Images sources: Estimating Training Data Influence by Tracing Gradient Descent; Understanding Instance-based Interpretability of Variational Auto-Encoders

Harmful imagesTest images Helpful images

Mislabel identification (self influence)

Highest TracIn

MNIST

Lowest TracIn

MNIST

Model interpretation

https://proceedings.neurips.cc/paper/2020/hash/e6385d39ec9394f2f3a354d9d2b88eec-Abstract.html
https://proceedings.neurips.cc/paper/2021/hash/13d7dc096493e1f77fb4ccf3eaf79df1-Abstract.html


Image source: Bootstrap your own latent-a new approach to self-supervised learning

BYOL: Bootstrap your own latent

❑  Only positive pair is required (no negatives)

❑  Easy to compute per-sample gradient

https://proceedings.neurips.cc/paper_files/paper/2020/file/f3ada80d5c4ee70142b17b8192b2958e-Paper.pdf


BYOL-TracIn

❑  Use BYOL loss function without label

❑  Selecting another sample with the largest TracIn value

❑  Use the gradient of the last linear layer to estimate (save resources)
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Efficient per-sample gradient

❑  TracIn requires the gradient of each sample.

❑  PyTorch or Tensorflow do not support batch-wise per-sample gradient
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gradient of the logits linear layer input

For linear layer:
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We only need to save the inputs and outputs 
of the linear layer in one forward operation



Semi-supervised results

❑  Dataset: ISIC 2019 (25,331 images), ChestX-ray (108,948 images)

❑  Our method: BYOL-TracIn, upper bound: BYOL-Sup

❑  BYOL-TracIn-pretrained: using a pretrained model for computing TracIn 
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Transfer learning results

❑  Dataset: ISIC 2016 (900 images), Shenzhen (662 images)

❑  FS: Feature Similarity



1. BYOL-TracIn provides a way to select additional positive pair for self-supervised pre-training, 
which could increase the diversity of features in positive pairs.

2. BYOL-TracIn shows significant improvements in both semi-supervised and transfer learning 
settings

Conclusions
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